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Figure 8. Evolution in the fraction of strong LAEs in LBGs with −21.75 < MUV < −20.25 (top panels) and −20.25 < MUV < −18.75 (bottom panels) over
4 < z < 7. The left panels show the fraction of galaxies with EW larger than 25 Å, while the right panels show the fraction of those with EW larger than 55 Å. The filled
square is our result, the open square is the result of Fontana et al. (2010) and Schenker et al. (2011), the cross is from Vanzella et al. (2011) and Pentericci et al. (2011),
and the filled circle is the composite result. The filled diamonds are the results of Stark et al. (2011) and open triangle is the composite result of Dow-Hygelund et al.
(2007) and Stanway et al. (2007). The filled square, open square, cross, and open triangle are shifted in redshift for clarity. The shaded area is derived by extrapolating
the trend seen in lower redshifts to z ∼ 7 (Stark et al. 2011).
(A color version of this figure is available in the online journal.)

Table 6
Summary of the Samples

EWLyα
0 > 25 Å EWLyα

0 > 55 Å

−21.75 < MUV < −20.25

This Study 2/6a 0/10
Fontana et al. (2010) 0/6 0/6
Vanzella et al. (2011) 2/2 1/2
Schenker et al. (2011) 0/2 0/2
Pentericci et al. (2011) 0/7 0/7

−20.25 < MUV < −18.75

Fontana et al. (2010) 0/1 0/1
Schenker et al. (2011) 3/12 2/12
Pentericci et al. (2011) 0/3 0/3

Notes. For the sample of Schenker et al. (2011), objects at 6.3 < z < 7.3 are
considered.
a In our sample, four objects have Lyα EW limits larger than 25 Å.

galaxies: X25
Lya(z = 7; obs) /X25

Lya(z = 7; exp) = 0.36 ± 0.18
and 0.53 ± 0.33, respectively, where X25

Lya(z = 7; obs) is the
observed Lyα fraction at z = 7, and X25

Lya(z = 7; exp) is
the expected Lyα fraction at z = 7 derived by extrapolating
the trend seen in lower redshifts to z ∼ 7. This magnitude

dependence of X25
Lya evolution could be explained by different

halo masses of galaxies and the surrounding IGM. Given that
the clustering strength of dropout galaxies increases with their
UV luminosity (e.g., Giavalisco & Dickinson 2001; Ouchi et al.
2004; Adelberger et al. 2005; Lee et al. 2006), our results imply
that the ionizing state of the IGM around galaxies hosted by
less-massive dark matter halos changes later than that around
galaxies hosted by massive dark matter halos. This would
suggest that reionization proceeds from high- to low-density
environments (inside-out; e.g., Ciardi & Madau 2003; Sokasian
et al. 2002; Iliev et al. 2006, cf. Finlator et al. 2009) rather
than from low- to high-density regions (outside-in; e.g., Gnedin
2000; Miralda-Escudé et al. 2000).

We compare our composite results with those of model
predictions derived by Dijkstra et al. (2011), which quantify the
probability distribution function (PDF) of the fraction of Lyα
photons transmitted through the IGM, by combining galactic
outflow models with large-scale seminumeric simulations of
reionization. They assume that the IGM at z = 6 was fully
transparent to Lyα photons, and that the observed PDF for
EWLyα

0 at z = 7 is different only because of evolution of the
ionization state of the IGM. Figure 9 compares their models
with our composite results. Our results can be explained by an
evolution of the neutral hydrogen fraction xH i between z = 6
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Figure 6. Fraction of sightlines having HII opacities less than exp[�⌧HII],
evaluated at �v = 200 km s�1 redward of the galaxy’s systemic redshift.
The solid black curve corresponds to h�12iHII=0.1, while the others cor-
respond to h�12iHII=0.01. The dotted-red curve is computed using our
fiducial prescription (equations 3–5), while the blue dot dashed curve is
computed using the approximation that systems with � > �ss are fully
neutral. The green-dashed curve is also computed using our fiducial pre-
scription, but with sightlines originating at random locations in the IGM,
instead of halo centers.

biases act in opposite directions. Biased locations of the density
field imply more surrounding structure, capable of hosting high-
column density systems. On the other hand, biased locations in the
photoionization field imply a stronger overdensity criterion for self-
shielding (i.e. higher value of �ss in eq. 5 resulting from a higher
�).

We briefly show the impact of these biases on the Ly↵ trans-
mission by comparing the red-dotted and green-dashed lines in Fig.
6. The former is constructed with LOSs originating from halos,
while the latter is constructed from LOSs originating from random
locations in the simulation box. We see that in this case, the den-
sity bias “wins”: although the mean transmissions are comparable,
sightlines originating at random locations are understandably far
less likely to encounter nearby DLAs. The increase in the local
photo-ionization rate is unable to counter the higher incidence of
structures near galaxies. However, we again caution that we under-
estimate the fluctuations in the local photo-ionization rate, since (i)
the photo-ionization overdensity field, ��, is computed on a rel-
atively coarse, 2563 grid; and (ii) our ENZO box is too small to
capture large-scale fluctuations in � (e.g. Crociani et al. 2011).

2.3 The intrinsic Ly↵ emission line

Having constructed a database of optical depth profiles from both
reionization, ⌧reion, and the local HII region, ⌧HII, we now need
the intrinsic Ly↵ line, J(⌫), emerging from the galaxy’s ISM and
CGM (which in our case corresponds to distances within 0.16 cMpc
of the galaxy, as mentioned above). The total transmission, TIGM,

is then an integral over the intrinsic line:

TIGM =

Z
d⌫J(⌫) exp[�⌧reion(⌫)� ⌧HII(⌫)] , (6)

where J(⌫) is normalized to integrate to unity.
Modeling J(⌫) is beyond the scope of this work. Hence we

just assume simple Gaussian profiles, centered at �v = 0, 200,
400 km s�1 redward of the systemic redshift, with a r.m.s. width
of 100 km s�1, roughly corresponding to the circular velocities of
the host halos (e.g. Barkana & Loeb 2004). In reality, the profile of
J(⌫) is much more complicated, likely involving radiative transfer
through outflowing material (see for example §5 in Dijkstra et al.
2011 and references therein). However, our relatively-narrow Gaus-
sians sample the range of Ly↵ emission observed in low-z LAEs
(e.g. Steidel et al. 2010; Shibuya et al. 2014). By sampling both the
low and high ends of the likely systemic offset of the Ly↵ profile,
we bracket the expected impact of J(⌫) on our results. As we shall
see below, the choice of J(⌫) does not have a large impact on QHII

constraints (unless there is evolution in J(⌫) from z = 6 ! 7)12

though it does have a modest impact on h�12iHII constraints.

3 RESULTS

3.1 Total IGM transmission

In Fig. 7 we plot the sightline-averaged ratio of IGM Ly↵ trans-
mission (eq. 6) at z = 7 and z = 6: TIGM,z7/TIGM,z6. TIGM,z6 is
computed assuming (QHII, h�12iHII)z6 = (1, 0.2), and neglecting
redshift evolution of other quantities (i.e. hTIGM,z7/TIGM,z6i ⌘ 1

in the top right corner of the parameter space; see below for some
motivation of this conservative choice). The left (right) panel as-
sumes an intrinsic emission profile, J(⌫), centered at �v = 200
(400) km s�1.

From the modest inclination of the isocontours over the up-
per half of parameter space in Fig. 7, we see that the transmission
ratio is more sensitive to QHII than h�12iHII, despite our conser-
vative assumptions mentioned above. Proximate self-shielded sys-
tems only impact the average transmission when h�12iHII

⇠

<
0.02.

The transmission is even less sensitive to h�12iHII if the intrinsic
Ly↵ line, J(⌫), has a larger systemic velocity offset (i.e. the right
panel of Fig. 7). As already mentioned, this is due to the fact that
self-shielded systems generally have absorption profiles which are
steeper with wavelength than the neutral IGM (e.g. Miralda-Escude
1998; Mesinger & Furlanetto 2008a; McQuinn et al. 2008). There-
fore if the intrinsic Ly↵ emission has a significant contribution far
redward of the systemic redshift, it will be even less sensitive to
self-shielded systems than reionization.

It is also interesting to note that even for the largest z = 6 ! 7

evolution considered, (QHII, h�12iHII)z7 ⇡ (0.1, 0.01)

13, the
transmission ratio is still not very small, hTIGM,z7/TIGM,z6i =

0.2–0.4. This is driven by the emission redward of the systemic

12 The line profile might indeed evolve with redshift. For example, Jones
et al. (2012) show that the covering factor of low-ionization absorbers
(which trace HI) decreases from z = 3 ! 4 in LBGs. They argue that
it is in fact the covering factor that is regulating Ly↵ escape, which could
imply a redshift evolution of J(⌫).
13 A fully neutral (or close to fully neutral) universe would result in lower
transmission. We do not however explore such tiny values of QHII since
(i) our approach does not model tiny, sub-grid HII regions prevalent in the
very first stages of the EoR; (ii) the implied sharp reionization (�zre ⇡ 1)
is extremely unlikely.
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We show the impact of these feedback-limited reionization
morphologies on the Ly↵ transmission in Fig. 3. The CDFs are
constructed from our 5000 sightlines, and evaluated at a single
wavelength, �v = 200 km s�1 redward of the systemic galaxy
redshift. Solid curves correspond to our fiducial reionization mor-
phologies, while the dot-dashed curves correspond to previous esti-
mates which ignore the role of inhomogeneous recombinations and
UV feedback in suppressing large HII regions. From the figure, we
see that our opacity distribution at QHII = 0.7 is similar to the
one at an earlier stage in reionization, Q ⇡ 0.5 � 0.6, using mor-
phologies not taking into account recombinations and UVB feed-
back. Hence, we already expect that the Ly↵ fraction constraints
on QHII(z = 7) will relax by �z ⇠ 0.1 � 0.2, when taking into
account new, feedback-limited morphologies.

2.2 Inside the ionized patches of the IGM

Even in the early stages of reionization, each galaxy is surrounded
by a local HII region. The residual volume-weighted neutral frac-
tion inside these ionized patches is fairly modest (e.g. hxHIiHII ⇠

10

�3–10

�4 at z ⇠ 6; e.g. Fan et al. 2006)7. However, self-shielded
systems [damped Ly↵ systems (DLAs) and sub-DLAs] inside these
HII regions could retain enough neutral hydrogen to imprint strong
damping wing absorption. If the local ionizing radiation is weak,
sightlines through the ionized IGM could have a relatively high
incidence of DLAs. Bolton & Haehnelt (2013) recently suggested
this can have a large impact on the z ⇡ 7 Ly↵ fraction.

We model the ionized IGM8 surrounding Ly↵ emitting galax-
ies with the cosmological hydrodynamic code ENZO9 (The Enzo
Collaboration 2013). Our simulation boxes are 22 Mpc on a side.
The root grid is 2563, and we have four additional levels of hydro-
refinement resulting in a final baryon resolution of 0.66 proper kpc
(pkpc) at z = 7, which resolves the Jeans length of the relevant
systems by a factor of ⇠ 10.10

In order to allow the gas to dynamically relax, we turn on
an optically-thin Haardt & Madau (2012) background at z = 9,
roughly corresponding to the midpoint of reionization (Hinshaw
et al. 2013). We use the temperature, density, velocity and halo
fields at z = 7, mapped onto a fixed 10243 grid. Below we describe
our prescription for generating the corresponding neutral hydrogen
maps.

As mentioned above, we take the mean photo-ionization rate
inside HII regions, h�12iHII, as our free parameter in comput-
ing ⌧HII. As the clustering of local sources can be important, we
construct the local photo-ionization field overdensity, ��(x) ⌘

�(x)/h�12iHII, where the local ionization rate, �(x), is computed
using a simple, optically thin r�2 attenuation profile, and assuming
that the galaxy’s emissivity of ionizing photons is proportional to

7 Note however even a modest residual fraction can impact the opacity at
the systemic redshift (e.g. Dijkstra et al. 2007; Laursen et al. 2011)
8 Although 21CMFAST does generate density fields, the perturbation the-
ory (Zel’Dovich 1970) approach is inaccurate on the non-linear scales cor-
responding to DLAs.
9 http://enzo-project.org/
10 The Jeans length can be written as LJ =

7.4 pkpc

“
T

104K

”0.44 “
�

0.1

”�1/3 “
�

10�ss

”�1/2
, where �ss is

the density at which the gas begins to self-shield, and � ⇠ 10⇥�ss is the
density of the relevant high-column density systems (see below).

its total halo mass (e.g. Mesinger & Dijkstra 2008):

�(x) /

X

i

Mhalo,i

|x� x

i

|

2
e�|x�xi|/�mfp . (2)

Note that the proportionality constant is set by h�12iHII. Here x

i

is
the location of halo i, Mhalo,i its mass, and �mfp the mean free path
of ionizing photons. We take �mfp = 14 Mpc, corresponding to the
radius of our entire simulation box, which is also in agreement with
typical sizes of HII regions near the end of reionization (e.g. Sobac-
chi & Mesinger 2014). For computational efficiency, the �� field
is computed on a lower resolution, 2563 grid. We stress that this
is a conservative11 choice, likely overestimating the importance of
DLAs, as the flux enhancements very near galaxies (where DLAs
reside) are smoothed-over using such a relatively coarse grid.

2.2.1 Self-Shielding Prescription

Assuming photoionization equilibrium, we calculate the neutral
fraction at a given density:

xHI�ss = �HeII nH (1� xHI)
2 ↵B(T ) , (3)

where nH = �n̄H is the hydrogen number density, ↵B(T ) is the
case B recombination coefficient (e.g. Spitzer 1978) for gas at tem-
perature T , and �HeII = 1.08 accounts for singly-ionized helium.
We take into account the self-shielding of the gas through a density-
dependent photoionization rate, obtained by an empirical fit to ra-
diative transfer simulations (Rahmati et al. 2013):

�ss

�

= 0.98⇥

"
1 +

„
�

�ss

«1.64
#�2.28

+

+ 0.02⇥

»
1 +

�

�ss

–�0.84

(4)

where �ss is the overdensity above which the gas begins to self-
shield (Schaye 2001):

�ss ⇡ 15

„
�HII

0.1

«2/3 „
T

10

4K

«�0.13 „
1 + z

7

«�3

. (5)

where the pre-factor is computed also assuming a soft, stellar-
dominated UV background with an energy index of ↵ = 5.

In Fig. 4 we show the resulting distributions of opacities from
the ionized IGM (QHII = 1). Comparing these opacities to the
analogous ones sourced by the large-scale reionization morphol-
ogy, shown in Fig. 2, we see that in general the absorption pro-
file from DLAs is steeper than that from the neutral IGM (e.g.
Miralda-Escude 1998; Mesinger & Furlanetto 2008a). Moreover,
when making reionization constraints it is common to assume that
all flux redward of the systemic redshift is fully transmitted through
the ionized IGM. However in Fig. 4 we see that there is strong ab-
sorption from proximate infalling gas at �v

⇠

<100–200 km s�1,
even if QHII = 1 and h�12iHII is high (as one might expect at
z ⇠ 6; see also e.g. Dijkstra et al. 2011). One must account for this
absorption (present post-reionization) when computing the relative
difference in Ly↵ transmission between z ⇠ 6 and z ⇠ 7 samples.

It is very important to note that gas only begins to self-shield
at � ⇠ �ss, and is still mostly ionized at these densities. Strong
damping wing absorption requires neutral fractions close to unity,

11 Throughout this work, we use ’conservative’ to indicate assumptions
which weaken the derived constraints on reionization.
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Figure 8. Fraction of UV faint galaxies (MUV
⇠

>
�20.25) with REW> 25Å at z = 7, assuming the intrinsic REW distribution is the same as at z = 6. We

denote the observed estimates of fLy↵(z = 7) from Schenker et al. (2014) (thick solid lines), as well as the 1 (2) � iso-contours with thin dashed (dotted)
lines. The left, center, right panels assume an intrinsic emission profile, J(⌫), centered at �v = 0, 200, 400 km s�1, respectively.

Figure 9. Ratio of z ⇡ 6 and z ⇡ 7 Ly↵ fractions, fLy↵(z =

6)/fLy↵(z = 7), for the UV faint sample, MUV > �20.25, assuming
�v = 200 km s�1. The black solid (dashed) curves corresponds to the
best fit (1�) from Schenker et al. (2014).

is not low enough to be consistent with observations at 1�, if the
IGM is ionized at z = 7 (c.f. the right axis of the panel). As we
shall see below, the IGM properties are highly unlikely to evolve
so dramatically over such a narrow redshift interval.

On the other hand, allowing for a joint evolution in IGM prop-
erties relaxes somewhat the mild tension with data. For example,
QHII

⇠

<
0.5 and h�12iHII

⇠

<
0.02 are allowed at 1� in the middle

panel.
The left panel shows Ly↵ fractions under the extreme assump-

tion that there is no offset between the intrinsic Ly↵ line and the
systemic redshift of the galaxy. This model is inconsistent with ob-
servations at lower redshifts (e.g. Steidel et al. 2010; Shibuya et al.
2014). It results in only a few percent of the Ly↵ line being trans-
mitted far out on the red wing of the line, even at z ⇡ 6, as infalling
gas on average resonantly absorbs the emission at �v ⇡ 100-200
km s�1 redward of the systemic redshift (c.f. the left panel of Fig.
4). However, it serves to illustrate that for the majority of ’reason-
able’ parameter space (i.e. the upper right quadrant), the Ly↵ frac-
tions are only mildly different from the more reasonable �v = 200
km s�1 model. This is due to the fact that we are normalizing the
Ly↵ fractions to the same value at (QHII, h�12iHII) = (1, 0.2), our
fiducial choice for z ⇡ 6.

3.3 Evolution of the Lyman alpha fractions

The evolution of the Ly↵ emission is better understood as a ratio
of the Ly↵ fractions. In Fig. 9 we show the ratio of the z ⇡ 6

and z ⇡ 7 Ly↵ fractions for the UV faint galaxies: fLy↵(z ⇡

6)/fLy↵(z ⇡ 7). Here for simplicity, we only assume �v = 200
km s�1 for the intrinsic Ly↵ emission.

Fig. 9 can be readily applied to interpret new observations.
The ratios shown in the figure do not depend on the assumed nor-
malization of the z ⇡ 6 REW PDF, nor on how the REW is dis-
tributed at low values REW< 25Å (which is difficult to determine
observationally), as these REW are already ’non-detections’ by the
definition of the Ly↵ fraction. It only depends on the shape of the
z ⇡ 6 distribution at REW> 25Å, as these are the galaxies who
can move over from the ’detectable Ly↵’ category to the ’non de-
tectable Ly↵’ category, due to IGM evolution from z ⇡ 6 to 7.

This ratio of Ly↵ fractions shows the z = 6 ! 7 evolution
more explicitly. For our parameter space, the Ly↵ fraction physi-
cally cannot drop by more than a factor of ⇠ 2. This is driven by
objects with large values of REWz6. The evolution of IGM prop-
erties (Fig. 7) is insufficient to suppress such high REWs to values
of REWz7 < 25 Å. As we discuss below, more reasonable models
lie in the upper right quadrant of parameter space; here the ratio
of Ly↵ fractions only evolves by tens of percent. Larger evolution
of the Ly↵ fraction would be possible if the distribution of REWz6

was more sharply peaked towards low values, REWz6 ⇡ 25 Å,
again highlighting the need for larger, more robust galaxy samples.

We also show the 1� observational uncertainty on the ratio of
Ly↵ fractions, computed with standard error propagation, with the
dashed curve. Unlike the observational uncertainty on fLy↵(z ⇡ 7)

shown in Fig. 8, the uncertainty in fLy↵(z ⇡ 6)/fLy↵(z ⇡ 7) in-
cludes the additional Poisson error in fLy↵(z ⇡ 6). The black solid
(dashed) curves corresponds to the best fit (1�) from Schenker et al.
(2014) (see their Fig. 9). All of the parameter space is consistent
with observations at 2�.16

One can also convert Fig. 9 to a likelihood and marginalize
over one of the dimensions. Using a standard e��2/2 estimator and
adopting a uniform prior in logh�12iHII, we obtain a marginalized

16 We do not compare with recent null detections at z ⇡ 8 (e.g. Treu
et al. 2013; Schenker et al. 2014), as the resulting constraints depend heavily
on understanding the systematic uncertainties and error bars on the null
detection. For example, taken at face value from Fig. 9 in Schenker et al.
(2014), their claimed evolution of z = 6 ! 8 is inconsistent with IGM
attenuation by more than 5�, while non-Bayesian upper limits at z ⇡ 8

(e.g. Treu et al. 2013; Tilvi et al. 2014) are fully consistent with no evolution
over this redshift range.
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Lyman-α Emitters During Reionization 3

Figure 1. Maps of visible halos at z = 9, assuming Mmin = 1.67 × 1010 M⊙, and x̄HI = 0, 0.26, 0.51, 0.77, (left to right). All slices are 250 Mpc on a
side and 20 Mpc deep (corresponding to a narrow band filter with R = λ/∆λ ∼ 125). The 15003 halo field is smoothed onto a 2003 grid here for viewing
purposes.

In constructing the ionization field, the IGM is modeled as a
two-phase medium, comprised of fully ionized and fully neutral re-
gions (this is a fairly accurate assumption at high-redshifts preced-
ing the end of reionization, unless the X-ray background is rather
strong). Using the same halo field at z = 9, we generate ionization
fields corresponding to different values of x̄HI by varying a single
efficiency parameter,1 ζ, again using the excursion-set approach
(c.f. Mesinger & Furlanetto 2007; Furlanetto et al. 2004).

This semi-numeric approach is thus ideally suited to the LAE
problem, because we are able to “resolve” relatively small halos
and simultaneously sample a large, representative volume of ion-
ized bubbles. Note that our “simulations” do not make any predic-
tions (and only weak assumptions) about the Lymanα luminosities
of these sources; we will discuss the mapping from halo mass (the
fundamental quantity for our simulations) to observable properties
below. This mapping must also be prescribed in state-of-the-art
cosmological simulations, which cannot self-consistently include
hydrodynamics (and hence star formation) while also subtending
a representative volume during reionization (c.f., McQuinn et al.
2007).

3 DAMPINGWING OPTICAL DEPTH DISTRIBUTIONS

To study the effects of reionization, we first need to track the ab-
sorption of line photons from neutral gas in the IGM. We divide the
absorption into two parts: the resonant and damping wing compo-
nents. This is convenient because they correspond to two spatially
distinct sets of absorbers. Resonant absorption occurs whenever a
photon that begins blueward of line center redshifts into resonance
(either inside the HII region surrounding the source or in the neu-
tral gas outside). Because the line-center optical depth is so large,
this component can lead to nearly complete absorption – but only

1 This differs from the method recently used by McQuinn et al. (2007),
who used a suite of N-body simulations with radiative transfer. They also
argued that a faster but effective method was to generate ionization fields
at several different redshifts (using a single radiative transfer simulation)
but apply them to a halo field at a single redshift. They thus assumed that
the ionization topology is only a weak function of redshift (McQuinn et al.
2007). The speed of our approach, which does not require a radiative trans-
fer algorithm, allows us to generate ionization fields at a single redshift
self-consistently, using the same halo field, merely by adjusting the source
efficiencies. However, we confirm that the ionization maps are very nearly
redshift-independent for most purposes (including those studied by Mc-
Quinn et al. 2007). The exceptions to this are the rare events occurring in

∼
< 10−3 of the typical fields of view discussed in §5.

for photons on the blue side of the line (e.g., Santos 2004). We will
not model this component in detail in this work.

On the other hand, photons that begin redward of line center
only redshift farther away. It is therefore only the damping wings of
the line that affect them, and the amount of absorption, exp[-τD],
where τD is the damping-wing optical depth, will depend sensi-
tively on the size of the host HII region. It is this component that
evolves most rapidly through reionization. Figure 1 shows the vis-
ible halos at z = 9, with M exp[−τD] > 1.67 × 1010M⊙, and
x̄HI = 0, 0.26, 0.51, 0.77, (left to right); the obscuration from
damping wing absorption is obvious.

We compute the total line center Lymanα optical depth along a
randomly chosen line-of-sight (LOS) centered on a halo location at
zs = 9.0. We do this by summing the damping wing optical depth,
τD , contribution from each neutral hydrogen patch (extending from
zbegin to zend) encountered along the LOS, using the approxima-
tion (Miralda-Escude 1998):

τD = 6.43 × 10−9

(

πe2fαnH(zs)

mecH(zs)

)

(1)

×
[

I
(

1 + zbegin

1 + zs

)

− I
(

1 + zend

1 + zs

)]

where nH(zs) is the mean hydrogen number density of the IGM at
redshift zs, and

I(x) ≡
x9/2

1 − x
+

9
7
x7/2 +

9
5
x5/2 + 3x3/2 + 9x1/2

− ln

∣

∣

∣

∣

1 + x1/2

1 − x1/2

∣

∣

∣

∣

.

We use eq. (1) to calculate the optical depth for each neutral hy-
drogen patch, summing the contributions of patches along the LOS
for 200 Mpc,2 wrapping around the simulation box if needed. We
construct distributions of τD for each halo mass scale and ioniza-
tion topology (i.e. x̄HI). We make sure to process LOSs from every
halo of a particular mass scale, cycling through the halo list until
each mass scale undergoes a minimum of 3 × 104 such Monte-
Carlo realizations. We also include the component of the source
halo’s peculiar velocity along the LOS, v, in our estimates of τD

by substituting zs → zs + v/c.3

2 This number was chosen experimentally in order to ensure convergence
of the τD distributions at the mass scales and neutral fractions studied in
this work.
3 Note that for simplicity we do not include the peculiar velocity of the
neutral IGM patches. These do not substantially affect our results; the treat-
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Figure 1. Marginalised 2� lower limits on the IGM spin temper-

ature (Ts) at z = 8.4 obtained from the PAPER-64 constraints

on the 21cm PS. The blue shaded region corresponds to the lower

limits available from only the PAPER-64 constraints. The red

shaded region highlights the lower limits after applying a 1� prior

on the IGM neutral fraction at z = 5.9 (x̄H I < 0.11,?), while the

turquoise region combines the ? prior and the 1� constraints on

the electron scattering optical depth, ⌧e (⌧e = 0.066 ± 0.016,?).

Figure 2. The recovered IGM spin temperature (Ts) CDF in-

ferred from the PAPER-64 constraints on the 21cm PS. The var-

ious curves di↵erentiate the priors applied to the PAPER-64 con-

straints: no prior (blue), a 1� prior on the IGM neutral fraction

(red) and the combined 1� priors on the IGM neutral fraction

and electron scattering optical depth (turquoise). Dashed curves

with arrows denote the values of Ts ruled out at 2� confidence.
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Figure 3. The recovered 1� constraints on the reionisation his-

tory, highlighting the available constraining power from existing

priors on the EoR. The solid curves denote the median of the

reionisation history and the corresponding colours di↵erentiate

the applied 1� priors: Planck prior on ⌧e (blue), prior on the

IGM neutral fraction (red) and the combined priors on the IGM

neutral fraction and ⌧e (turquoise). Shaded regions correspond to

the 1� scatter in the reionisation history.
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reionisation history and the corresponding colours di↵erentiate

the applied 1� priors: Planck prior on ⌧e (blue), prior on the
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Conclusions	
  
•  Most	
  complete	
  model	
  for	
  IGM	
  absorp1on.	
  	
  Can	
  easily	
  be	
  
used	
  to	
  interpret	
  new	
  data.	
  

•  Difficult	
  for	
  the	
  IGM	
  to	
  cause	
  the	
  Lyα	
  frac1on	
  to	
  drop	
  by	
  
more	
  than	
  a	
  factor	
  of	
  ~2	
  

•  Self-­‐shielded	
  systems	
  cannot	
  by	
  themselves	
  cause	
  the	
  
drop	
  (at	
  1σ)	
  

•  All	
  parameter	
  space	
  is	
  within	
  2σ	
  (need	
  more	
  data!)	
  
•  Marginalizing	
  over	
  Γ,	
  we	
  get	
  QHII,z7	
  <	
  0.6	
  (68%	
  C.L.),	
  which	
  
is	
  in	
  mild	
  tension	
  with	
  other	
  constraints	
  from	
  QSO	
  
spectra	
  and	
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  C.L.),	
  with	
  limits	
  poten1ally	
  improving	
  by	
  
~	
  50%	
  with	
  upcoming	
  HSC	
  survey	
  

•  DM	
  halos	
  hos1ng	
  LAEs	
  at	
  z~7	
  have	
  small	
  masses,	
  ~109—
1010	
  Msun	
  à	
  beter	
  tracers	
  of	
  reionizing	
  galaxies?	
  



Extreme	
  reioniza1on	
  morphologies	
  

SMALL_HII

LARGE_HII

xHI = 0.50

0.1 1

10-2

0.1

1

k ( Mpc-1 )

Δ
xx
2



L<-­‐>M	
  

M = 3.5×109M⊙

M = 2.4×1010M⊙

M = 1.8×1011M⊙

1 10

10-2

10-1

1

10

R(Mpc)

ω

M = 2.4×1010M⊙

M = 3.5×109M⊙

M = 1.8×1011M⊙

z = 6.6

42.5 43 43.5

10-5

10-4

10-3

10-2

log L(Lyα)[erg/s]

n[
(Δ
lo
g
L=
1)

-1
M
pc

-3
]



Lyα	
  frac1on	
  drop	
  

z=6	
  REW	
  data	
  from	
  Vanzella+,	
  in	
  prep	
  
Schenker+2014	
  



z=6	
  REW	
  data	
  from	
  Vanzella+,	
  in	
  prep	
  
Schenker+2014	
  

•  Difficult	
  for	
  the	
  IGM	
  to	
  cause	
  the	
  Lyα	
  frac1on	
  to	
  drop	
  by	
  more	
  than	
  a	
  factor	
  of	
  ~2	
  
•  Self-­‐shielded	
  systems	
  cannot	
  by	
  themselves	
  cause	
  the	
  drop	
  (at	
  1σ)	
  
•  All	
  parameter	
  space	
  is	
  within	
  2σ	
  (need	
  more	
  data!)	
  
•  Marginalizing	
  over	
  Γ,	
  we	
  get	
  QHII,z7	
  <	
  0.6	
  (68%	
  C.L.)	
  


